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ABSTRACT

When electricity is stolen from distribution networks,
non-technical losses (NTLs) have a negative impact
on the quality of power supply and lower operating
profits. Convolutional neural networks (CNNs) and
random forests (RFs) are used in this research to help
utility firms deal with the issues of wasteful
electricity inspection and unpredictable power use.
Attribute variations at different times of the day and
on certain days can be learned using convolutional
neural networks (CNN) that condense and down-
sample vast amounts of data from smart meters
During training, strategies such as back propagation
and a dropout layer are used to prevent the network
from being overfit. After then, the RF is taught to
look for signs that a customer is attempting to steal
electricity using the information it has gleaned. A
grid search algorithm can be used to optimize the RF
parameters of a hybrid model. To illustrate that the
proposed detection strategy is more accurate and
efficient than current methods, actual energy usage

data is used.
1.INTRODUCTION

Purpose:

The reduction of energy loss in electricity
transmission and distribution is a serious concern for
power suppliers all over the world. One of the most
prevalent ways energy is wasted is through technical
and non-technical losses (NTLs). Fraudulent acts
involving energy may result in lower profits for

power firms.

The use of a CNN to extract features from high-
resolution smart-meter data piques our interest in
detecting electricity theft. This study uses
convolutional neural networks (CNNs) to investigate
how electricity is stolen from smart grids. As in a
traditional single hidden layer feedforward neural
network (SLFN), backpropagation is utilized to train
the softmax classifier layer in a basic CNN. A decline
in the SLFN's ability to generalize is possible when

utilizing the backpropagation technique.
Scope:

The Goal of the Initiative Several methods exist for
obtaining free electricity, causing the utility provider
to suffer a loss of revenue. CNN data from smart
meters is critical to the power theft detection model's
operation since it automatically collects many aspects
of customer usage behaviors. It is used as a

replacement for the softmax classifier to improve
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detection performance. Customers' real-world data
from Ireland and London's energy utilities was used

to develop and test this model.

ILLITERATURE SURVEY

Technical and nontechnical losses in power system

and its economic consequence in Indian economy

AUTHORS: J. P. Navani, N. K. Sharma, and S.
Sapra,

ABSTRACT : Electricity shortages are a widespread
problem in India, and they are only getting worse.
These shortages have had a negative impact on the
country's overall economic growth. The overall loss
is equal to the sum of the distribution system's
technical and non-technical losses. Large losses can
be attributed to a lack of transmission and distribution
(T&D),  excessive transformation  processes,
inappropriate load distribution, and significant rural
electrification. In the simplest terms, metered
electricity losses can be described as the time-varying
discrepancy between meter readings taken from the
distribution network and those taken from other
meters in the building. Technical losses in an
electrical system include network impedance, current
flows, and auxiliary power. Technical losses may be
directly linked to network investment or network
functioning. Thieves and unbilled accounts are just
two of the many non-technical losses that might
occur, as well as inaccuracies in metering and
estimations of non-metered consumption. Analyzing
power system losses through case studies and
MATLAB simulations is one of the primary

objectives of this work.

2.2 A framework for enhanced metering systems

to detect energy theft using several sensors,
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S. McLaughlin, B. Holbert, A. Fawaz, R. Berthier,

and S. Zonouz are the authors of this book.

The smart grid's advanced metering infrastructure
(AMI) replaces analog devices with computerized
smart meters, making it a critical component of the
system. As a result of the widespread adoption of
smart meters, AMI has become a prime target for
energy theft via remote attacks and local physical
tampering. For the most part, the many sensors and
data sources that smart meters use to detect energy
theft are ineffective because they produce many false
positives. Our AMIDS intrusion detection system
leverages sensor and smart meter data fusion to better
identify energy theft, and we describe it in this paper.
AMIDS models and detects theft-related behavior
more accurately by combining meter audit logs and
consumption data from physical and cyber events.
AMIDS is able to accurately detect energy theft
based on our experiments with normal and abnormal
load profiles. More fundamental analyses incorrectly
labeled as malicious legitimate changes to the load

profile that AMIDS accurately assessed as such.

Smart grid security and privacy issues P.

McDaniel and S. McLaughlin are the authors.

This is one of the most significant shifts in the history
of the electrical grid—the transition to smart grid
technologies. With this new infrastructure, consumers
and energy providers can better control and create
electricity. The smart grid, like many new
technologies, raises new questions about security.
Ongoing smart grid installations around the world are
examined here in terms of the reasons they are being
implemented and the potential consequences of
failures in security. Future projects may address the
security issues that may be faced by future

deployments.
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Nontechnical loss detection using artificial

intelligence is difficult, according to a new survey.

P. Glauner, J. A. Meira, P. Valtchev, R. State, and

F. Bettinger are the authors of this article.

ABSTRACT: Researchers in electrical engineering
and computer science are becoming increasingly
interested in detecting non-technical losses (NTL),
such as electricity theft, defective meters, or billing
problems. NTLs have a considerable negative impact
on the economy, as they account for up to 40% of the
total electricity provided in some countries. There is a
strong focus on using artificial intelligence to
determine if a consumer is responsible for NTL. NTL
definitions and economic effects, such as decreased
revenue and profit for energy providers as well as
decreased grid stability and reliability, are briefly
discussed in this study. After that, it takes a look at
the most recent and most thorough research on the
methods, features, and data sets that have been used.
There are still many scientific and engineering
obstacles to overcome before NTL detection can be
improved. State estimation and variance analysis for

non-technical loss detection

IIL.SYSTEM ANALYSIS

EXISTING SYSTEM:

Existing machine learning methods include
classification and clustering models. However,
despite the uniqueness and impressiveness of the
machine learning detection algorithms discussed
above, their performance is still insufficient for
practical use. Most of these methods need manual
feature extraction due to their limited ability to
handle high-dimensional data. It's true that the
average consumption data includes the mean,

standard deviation, maximum, and minimum. There

Vol.13, Issue No 4, 2023

are no manual methods for extracting the 2D
properties of smart meter data because they are time-

consuming and tiresome.

The existing system's drawbacks are detailed in this

section.

The performances are still not excellent enough to

allow for practice.

Time-consuming and can't gather 2D characteristics

from smart meter data.
PROPOSED SYSTEM:

Utilities will be provided with a ranked list of its
clients, according to the likelihood that they have an
anomaly in their electric meters, through this process.
Figure 1 depicts the three primary steps of the

electricity theft detecting system:

To better understand why a CNN is employed for
feature extraction, let's look at the factors that affect
how people utilize electricity. Data cleaning
(resolving outliers), missing value imputation, and
data transformation are all part of data preprocessing

(normalization).

Using cross-validation, we partition the preprocessed
dataset into train and test datasets to assess how well

the methods in this paper perform.

WHY THE PROPOSED SYSTEM IS
ADVANTAGEOUS

To determine whether or not a customer is stealing

electricity.

IV.SYSTEM DESIGN

Block Diagram
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IMPLEMENTATION:
MODULES:

The following steps are being taken by the author of
the proposed paper:

Using this module, you may read the power

SPLITDATA consumption data.

INTO
TRAINING AND TESTING

2) Normalize and clean dataset: in this module, we
will remove missing dataset and normalize the
dataset.

TRAINING TESTING

MODEL

EVALUATION
PREDICTION

(3) Train the CNN Model: Using this module, we'll
develop a theft prediction model by training CNN
using a dataset, then extracting trained features from
CNN and feeding them into the random forest
algorithm. We've implemented a DROPOUT layer to
get rid of superfluous functionality.

Architecture To calculate precision, recall, FSCORE, and
accuracy, we'll use this module to train Random
Forest with CNN features.

mi Use this module to train SVM with CNN features,
V4 ‘.‘ | ‘ 1 and then calculate precision, recall, FSCORE, and

accuracy using the CNN features as inputs.

0101000000

On a typical dataset, we trained a random forest

Downsampling -~ Comvolutional ~ Downsampling Random forest without CNN features and then calculated precision

layer layer layer layer i

_________________________________________________________________________ ‘ recall, FSCORE, and accuracy. 6) Train Random
Architecture of the hybrid CNN-RF model. Forest without CNN:

Predictive modeling with SVM rather than CNN: We
performed this analysis by first training the SVM on
a typical dataset without incorporating CNN
characteristics.
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A single layer of a neural network with sigmoid
activation is equal to a logistic regression model for
binary classification. The sigmoid function that
emerges from linear regression has a range of 0 to 1
points. Aberrant patterns have values less than or

Flow of electricity theft detection.
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equal to 0, whereas normal patterns have values
greater than or equal to 0.50.

Nonlinear separable problems are transformed into
linear ones by projecting data into feature space and
then finding the ideal separate hyperplane for the
support vector machine classifier. The study uses the
characteristics of handcrafted goods to predict
consumer behavior.

Overfitting can be minimized and performance
improved by combining multiple decision trees into a
single decision tree in a random forest. High-
dimensional data can be handled by the RF classifier
while yet preserving a high level of efficiency.

Gradient Boosting Decision Tree is an iterative
strategy that consists of several decision trees. A
majority vote is used in both random forests and the
general Bayesian decision tree (GBDT), however the
GBDT adds up each outcome or weight individually.

In contrast to the suggested method, CNN, CNN-
GBDT, and CNN-SVM use softmax in the final
layer.

V.Implementation and Results

Step 1:import libraries:

from tkinter import *

rt tkinter

tkinter import filedialog

rt numpy as np

tkinter.filedialog import askopenfilename
import pandas as pd

tkinter import
't pandas as pd
rt numpy as np
sklearn.preprocessing impo
sklearn.preprocessing i
tensorflow.keras.models
tensorflow.keras.layers i
tensorflow.keras.utils
tensorflow.keras.models i model_from json
sklearn.ensemble import RandomForestClassifier
sklearn.metrics import precision score
sklearn.metrics import recall score
sklearn.metrics import f1 score

sklearn.metrics import accuracy score
sklearn.model selection import train test split
sklearn import svm

08

t matplotlib.pyplot as plt

simpledialog

rt LabelEncoder

t normalize

Sequential, Model

Dense, Dropout, Activation
to_categorical
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{where tkinter used for GUI(front end) ,pandas - data prepracessing, numpy - mathematical , matplotlib
- data visualization , sklearn - machine learning , tensrflow and keras - machine learning and Al back
end purpose)

Step 2: Defining the main function and setting the title & size of tkinter

Step 3: Defining the global function

filenames
cnn_model
Xy, T

glokbal dataset
accuracy = [1]
precision = []
recall = []

fscore = [1]

global classifier

Step 4: Defining the_upload function

uploadDatasst():
filenams
dataset
filename = filedialeg.askopenfilename (initialdir = "Dataset”)
text.delete('1.0', END)
text.insert (END, filename+' Loaded\n')
dataset = pd.read_csv(filename)
text.insert (END, str(dataset.head())+"\n\n")

Step 5:Defining the prepracess Data set function

.astype(str)

“tstr(X.shape[0])4"
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Model building

Step 6: CNN

runCNNU
X ¥
text.delete('1.0', END)
enn_model
accuracy.clear ()
precision.clear ()
recall.clear ()
fscore.clear()
¥l = to_categorical(Y)
¥l = Yl.astype('uint8'}
os.path.exists ("’
open (" .is json_file:
loaded_model_json = Jsun file.read()
cnn_model = model_from_json(loaded_model_json)
jsen_file.close ()
cnn_model.load weights("mo /m
#cnn_model. make_predict_fu nction()
print (cnn_model. summary () )

hts.h5")

Step 7: CNNRF

FUNCNNRE () :
ssifier

¥

= can s ‘“ndcl predict (X)

range (len (predict)) :
= np.argmax (predict [i])

Vi append (1a)
¥¥ = np.asarray (YY)
sxtract = Model(cnn_modsl.inputs, cnn_modsl.layers[-2].output)
%X = extract.predict (X)
£fo = RandcmPorestClassifier(n_sstimators=200, randem state=0)

X_test, y_train, y_test = train_test_split(x, ¥, test_size=0.2, randem state=0)
Tfc.predict (X_test)

n_scors (y_test, predict,averaq:
acall_score(y_test, predict,average
£ = £1_score(y_test, predict,average='m
& = acturacy_score(y_test,predict)*100
accuracy.appand (a)

Y
con_model
cnn_model.predict (X)

len (predict)):
np.argnaz (predict [i])
¥¥.appendval)
¥¥ = np.asarray(¥¥)
extract = Model(cnn model.inputs, cnn model.layers(-2].output)

rfc.predict (X_test)
recision score(y_test, predict,averag:

Step 9:Random Forest

runRandomForest () :

Ak
n, ¥ test, f train, y test = train test split(X, ¥, test_size=0.2, rendom state=)
1fc = RandamForestClassifier(n estimators=200, random state=()
I,“.f,ttx_t[a,rl, y o
1 rfc.predict (X test)
ion_score(y test, predict,averag
call_score(y_test, predict,averags
=1l scorely test, predict,zverage='
a = accuracy score(y test,predict)*100
accoracy.append(z)
precision.append(p)
recall.append|

Vol.13, Issue No 4, 2023

Step 10: SVM

X_train, X test, y_train, y_test = train_test_split(X, Y, test_size=0.2, randam stat:
rfc = svm.SVC()

rfc.fit(X_train, y_train)

predict rfc.predict (X_test)

= precision_score(y_test, predict,averags
recall_score(y_test, predict,average:
f1_score(y_test, predict,average='n
a = accuracy_score(y_test,predict)*100
accuracy.append(a)

precision.append(p)

recall.append (r)
fscore.append (£)
text.insert (END,
text.insert (END,
text.insert (END,
text.insert (END,

Step 11:Defining prediction function

jef p[edl..t(}
classifier
cnn_model
text.delete('1.0", END)
filename = filedialog.askopenfilename (initialdir
test = pd.read_csv(filename)
test.fillna(0, inplace =
test = test.values
est
extract = Model(cnn model.inputs, cnn model.layers[-2].output)
test = sxtract.pradict(test)
predict = classifier.pradict(test)
for i nge (len (predict) ) :
£ predict[i] = 1:

text.insert (END,str{data[i])+" =
if predict[i] = 0:

text.insert (END,str{data[i])+" =

d as ENE!

Step 12:Accuracy comparison graph

i
if = p e,

I nnl In
iy

(7] 01, e el

wel 1

'i',tu[eciﬂi )
pecisn] L] [
,pre:ls'_ur.[ 1], -5
et 3], ' 'k
Y, s, et ][

i,
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o

it
i clbl AR
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Step 13:Defining the button size and
configuration

, cmeniaploadataset)

*, comandpreprocessliztaset]

‘oamend=rmCHN)

comand=runCRHEM)

+*, comand=runfandoaForest]

' comand=runSVM

108



IRACST — International Journal of Computer Networks and Wireless Communications (I/ICNWC), ISSN: 2250-3501
Vol.13, Issue No 4, 2023

1 iy Dt v G Do o o o

To run project double click on ‘run.bat’ file to get below screen

Electricity Theft Detection in Power Grids with Deep Learning and Random Forests

1 G T Dot e B L s s

Electricity Thelt Detection in Pawer Grids with Deep Learuing and Random Forcsts

Total records oand in datases i train Dep Learaing : 1754

In above screen click on ‘Upload Electricity Theft Dataset’ button to upload
dataset

In above screen dataset converted to numeric format and now click on ‘Generate
L CNN Model’ button to train CNN with above dataset

[ ——

Electrcity Theft Detection o Learning and Random Forests

a o In ahove screen with normal CNN we got 94% accuracy and now click on ‘CNN
with Random Forest’ button to train CNN with RF

| Bty Tod D o v D erigundRnbm st

lectricity Theft Detection in Pawer Grids with Deep Learning and Random Forests

[T T —

Electricity Theft Detection in Power Grids with Deep Learuing and Random Forests

it cheot il et caf resin et bl
00 maled 1N NI 0
1 @ minChewl 11 W7 M52 0
1R mCketll 18] 130N 0
O Gt I 116 WOI% 0
4 el 138 40K 0

Sy S e p—

In ahove screen with CNN-RF we got 100% accuracy and now click on ‘CNN with
SVM' button to train dataset with CNN and SYM
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[T ————— < e

Eectricity Thel Detection in Power Grids with Deep L arving and Random Forests

O ki 4416301 901101
XN el 4NN

NN Pl - ORI PR1S
O gy | SLITALVELES

Rty ey -

N VM o 919754
XXM Recl - BSTI2OEL12E
X i SV Plasare RV 687
XN M Acumey 9 PSRN

In ahove screen with CNN-SYM we got 99% accuracy and now click on ‘Run
Random Forest’ button to train alone RF on dataset

1 Dy o O P e D e o o s -0

Electricity Theft Detection in Pawer Grids with Deep Learning and Random Forests

[CNX Reall  BENTIIRITIN
(N Fosar < 919TIISILL
NN Mecwny 91N
N it Randoms Forot Prciion: 00
(X it Random Foest Reall 1 1000

(SN il Rondos Foest Pl 000
N it Random Foest ey 1000

SN il SV Focion 9 MIBEINTES
XN it SV Recsl - MSIISIA00NTS

NN wilh VD P{eaare 1 9994115220031 728
SN il VA ey < IIIARNITHE

Resdom Forst Recll < 34TSR
Raads Pt Plaasare B4 10800907728
Randon Foest Ay < ISOSTNTTTIY

[l O e e sen

In above screen with alone Random Forest we got 94% accuracy and now click on
‘Run SYM Algorithm’ button to train alone SYM with above dataset

Eectricity Theft Detection in Pawer Grids with Decp Learing and Random Forests

NN R Pt Bl 1100
O i o P Pl s : 10
O i Rasda Frst Ay 190

it STV Prcion: .4 82400718
NSV Recal (RSIITONNTS

XXl ST P asars < MISTLONTES
N STV ey - MIIENOOS

Raniom Fres Frocion: 2GS 0086
Random Foret Recall ;8478 14S801HR
o Fret Eevar |4 16801007724
Random Foet Accarey 41 ESHITTTTES

M e 6 TSN

MRl 95T
VN P 1SR

SV ety <6 LPITINT

In above screen with alone SVM we got 96% accuracy and now click on ‘Predict
Flectricity Theft' button to upload test data
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s with Deep Learulng and Random Forests

ER O ripevee 1o searn

In above screen selecting and uploading ‘test.csv’ file and then click on ‘Open’
button to load test data and to get below prediction result

Flectricity Theft Detection in Power Grids with Deep Learning and Random Forests

| 8916338 11103 = reconddeteced as ENERGY THEFT

[ 6214791 11 308 => record detected 33 ENERGY THEFT
[ 698050 11 107] = record 0] detected 25 ENERGY THEFT
[ 896252 11 105 ===> recard NOT detected 33 ENTRGY THEFT
[ 6912408 11 107) => record detected 3s ENFRGY THEFT
[ 637028 11 1] ==> recari NOT detected 33 ENTRGY THEFT
[ #9 957 11 103] === record NOT detected as ENERGY THEFT
[ 609584 11 101 === record NOT detected as ENTRGY THEFT
| 6913235 11 107) we> rocord detected as ENERGY THEFT

[ 6313849 11 311] == rocord detected as ENERGY THEFT

Bl O 1i0e e o seareh

Byt -0 X

Algarithms
. fcouracy

RF
svi

(=N
cMN-RE

469 0z g

O Tpe bretosean
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CONCLUSION

A new CNN-RF model for detecting electricity theft
is provided in this research. In this architecture, the
CNN serves as a feature extractor similar to a smart
meter data analyzer, while the RF serves as a
classifier for the results. In order to avoid overfitting,
a fully linked layer with a dropout rate of 0.4 is
developed during the training phase of the process.
SMOT is also employed to address the issue of data
imbalance. SVM, RF, GBDT, and LR are just a few
of the deep learning and machine learning approaches
that have been tested on the SEAI and LCL datasets.
Due to two characteristics, the suggested CNN-RF
model appears to be a promising classification
method for the detection of electricity theft: Hybrid
models can automatically extract features from a
dataset, whereas standard classifiers rely heavily on
hand-designed features, which is a time and labor-
intensive process. Another advantage of the hybrid
model is that it incorporates the most widely used and
successful classifiers for detecting electricity theft,

RF and CNN.
Aiming for the Future:

Detection of electricity theft has an impact on the
privacy of consumers. Future research will look into
how the granularity and duration of data collected by
smart meters affects that confidentiality. Using the
hybrid CNN-RF model for additional purposes (such
as load forecasting) is something that should be

investigated further.
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